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1. Introduction

The poor macroeconomic performance of Japan in the 1990s has been the subject of an extensive investigation in the literature. Two reasons contribute to make this episode unique from the point of view of post-WWII history: the extremely long and severe output stagnation, comparable only to the one experienced during the 1930s, and the persistent deflation, unprecedented in developed countries. The extraordinary length of the recession makes the experience an excellent laboratory to study movements in economic activity in the medium run, their sources and the mechanisms able to stretch over time temporary exogenous disturbances. The prolonged deflation and the negligible interest rates that accompanied it, on the other hand, brought back on the front stage of academic research dormant liquidity trap theories (see e.g. Krugman, 1998) and shifted the focus of policymaking activities from monetary to fiscal and other types of stabilization policies.
The literature has provided several explanations for the so-called “Lost decade”. They range from the existence of important monetary and fiscal policy mistakes (see Ito and Mishkin, 2004), to depressed investment activities following the asset bubble of the late 1980s; to a slowdown in total factor productivity coupled with changes in workweek regulations (see Hayashi and Prescott, 2002 and Estaban Pretel et al., 2008); to misallocation of resources toward unproductive firms (see Caballero et al., 2008). In general, most analyses emphasize problems with the real or the financial intermediation side of the economy and the extremely slow response of policymakers to economic conditions. Even studies which are monetary in nature (such as Braun and Waki, 2006, or Eggertsson and Woodford, 2003) give the stock of money no role in, e.g., amplifying fluctuations generated by unexpected disturbances. There is an important reason for this state of affairs. The majority of the monetary models nowadays employed for business cycle analysis and for optimal policy design share the feature that the stock of money has a marginal importance in determining the equilibrium of the economy. Often models make no reference whatsoever to monetary aggregates, and when they do, they use a specification where a money demand function determines how much money needs to be supplied, given predetermined levels of output, inflation, the nominal rate, etc. Hence, the quantity of money plays no role in amplifying and/or stretching over time output and inflation fluctuations.

Why should money be meaningfully included in the theoretical framework used to study medium term fluctuations and to discuss the state of the Japanese economy in the 1990s? We can think of, at least, three reasons for why omission of money may induce distortions in the interpretation of the evidence. First, while it is relatively well known that money has little or no correlation with real variables and inflation at business cycle frequencies, this correlation is considerably larger when longer cycles are considered. The correlation between per-capita cyclical M2 and per-capita cyclical output in Japan since 1980 is only 0.10, when cycles of 6–24 quarters are considered, but increases to 0.90, when cycles of 24–44 quarters are considered. Second, to explain a decade long stagnation one cannot rely on a decade long sequence of negative shocks. Instead, some mechanism amplifying temporary disturbances and transforming them into medium term fluctuations is needed. The literature has provided suggestions along these lines (see e.g. the R&D motive of Comin, 2008), but the ability of these mechanisms to explain the experience appears to be limited. The stock of money could potentially play such a role if, for example, there are complementarities in production or in the utility function. Third, the emphasis that the Bank of Japan has given to monetary aggregates, as instruments to escape the prolonged deflation in the last few years, and the even more recent Federal Reserve Bank and European Central Bank policies of quantitative easing, suggest that, at least in some policymakers’ mind, the stock of money may matter for both output and inflation fluctuations.

This paper examines the role of the stock of money in amplifying fluctuations in output and inflation in Japan over the last 30 years; measures whether and in what way money has contributed to transform the slowdown of the beginning the 1990s into the “Lost decade” and studies which structural disturbance contributes to explain the path of output and inflation in the 1990s. The analysis is conducted using a variant of a small-scale structural New-Keynesian model. We first show what money can do in such a model, simulating conditional paths for output and inflation in specifications where money has a role and where it does not. We then estimate the structural parameters of the model using maximum likelihood (ML) techniques, examine the stability of the structural relationships and construct historical decompositions to analyze sources of fluctuations in output and inflation. Since the small structural model we employ is incapable of accounting for all aspects of such a complicated experience, we regard our work as contributing to the development of a better understanding of the reasons behind protracted periods of slowdown in economic activity rather than testing one or more causes of the “Lost decade”. Nevertheless, our structural analysis allow us to comment on certain explanations put forward in the literature.

For the sake of presentation, we organize the discussion of our findings around four broad questions. First, does money have a role in explaining fluctuations in output and inflation in Japan since 1980? Second, is there a change in the importance of money over interesting subsamples? Third, does the model account for the “Lost decade” via changes in the structural parameters or via changes in the distribution of the shocks? Fourth, what disturbances could be jointly responsible for the output stagnation and the deflation observed in the 1990s? Our results are as follows.
First, money is statistically and economically important in characterizing cyclical fluctuations in output and inflation in Japan. Money matters both directly, through its effects on the Euler equation and the Phillips curve, and indirectly, through the Central Bank determination of the nominal interest rate. Money plays a role because it alters both the marginal rate of substitution between consumption and leisure and the intertemporal rate of substitution of consumption at different points in time and because, when reacting to nominal balances, the monetary authority indirectly reacts to inflation. These channels help to amplify the magnitude of cyclical fluctuations that the model can account for and make their persistence stronger. The evidence we collect suggests that neglecting money may create important statistical biases and relevant inferential mistakes when interpreting the 1990s in Japan.

Second, the role of money has changed over time and our estimates indicate that it may have mattered most in the 1990s. Interestingly, it played little role over the last ten years. While this outcome may be taken as a sign of misspecification – in the 1990s money may be proxying for a mechanism which is missing from the model – we have found no evidence that money stands in for credit, asset prices or standard omitted suspects. Thus, the slow expansion of the quantity of money in circulation may have contributed to transform the downturn of the beginning of the 1990s into a severe output stagnation and a moderate inflation into a deflation.

Third, our model accounts for Japan’s “Lost decade” through changes in the economic parameters regulating the private sector behavior and the monetary policy rule and in the auxiliary parameters regulating the persistence and the volatility of the exogenous disturbances. This is consistent with what the literature on the Great Moderation in the US has found, using similar models (see e.g. Canova, 2009). However, changes in the distribution of the shocks appear to be a much more important mechanism to account for the experience than changes in the economic parameters.

Fourth, the prolonged fall in output and the persistent deflation are due to different causes. Shocks that affect the intertemporal marginal rate of substitution in the economy are crucial to explain the path of output in the 1990s. Shocks that alter the marginal cost of production, on the other hand, primarily drive inflation movements during the decade. Interestingly, technology shocks have little to do with the output stagnation of the 1990s. Since it is well known that Solow residuals are poor proxies for technological variations, the idea that TFP changes are responsible for the “Lost decade” should be probably reconsidered. Finally, monetary policy is in part to blame for the poor macroeconomic outcomes. Monetary policy has been very restrictive, at least up to 2003, and this has contributed to keep both the recession and the deflation going for a number of additional years. The situation appears to have changed since 2003 but only marginally.

The rest of the paper is organized as follows. The next section presents the theoretical model used to organize the data and shows what money can do to output and inflation fluctuations. Section 3 describes the data and its sources. Section 4 presents the results for the full sample and for selected subsamples, and examines how the model deals with the “Lost decade”. Section 5 studies what drives the path of output and inflation in the 1990s. Section 6 concludes.

2. The theoretical framework

Our model builds on the basic New-Keynesian model without capital accumulation described in Gali (2008). We extend this simple structure in three ways. First, we allow for habit in consumption. Second, we allow but do not require the stock of money to play a role in the determination of output and inflation, by making real balances enter non-additively in the utility of the representative agent. Third, we permit the growth rate of nominal balances to enter the Central Bank rule. Apart from giving money an indirect role in the model, the specification we choose allows us to deal with the problem of appropriately specifying a policy rule when the nominal rate hits the zero bound (see Section 4.5 for a discussion). We have also considered the possibility that the growth rate of the exchange rate also enters the policy rule. In this case, we treated Japan as a small open economy and the exchange rate was determined, in equilibrium, by an interest parity condition. We present results only for the closed economy version of the model because the exchange rate seems to play no role in the analysis and the international (financial) feedbacks seems relatively small.
2.1. The model

Since the economy is quite standard, we only briefly describe its features. There is a representative household, a representative final good producing firm, a continuum of intermediate goods firms each producing a differentiated good $i \in [0, 1]$ and a monetary authority. At each $t$ the representative household maximizes

$$E_t \sum_{t} \beta^t a_t \left[ U \left( x_t, \frac{M_t}{p^t e^t} \right) - \eta m_t \right]$$

where $x_t = c_t - h_{c_i-t-1}, \ 0 < \beta < 1, \ h, \eta > 0$ subject to the sequence of constraints

$$M_{t-1} + T_t + B_{t-1} + W_t n_t + D_t = p_t c_t + \frac{B_t}{R_t} + M_t$$

where $c_t$ is consumption, $n_t$ are hours worked, $p_t$ is the price level, $M_t$ are nominal balances, $W_t$ is the nominal wage, $B_t$ are one period nominal bonds with gross nominal interest rate $R_t$. $T_t$ are lump sum nominal transfers at the beginning of each $t$ and $D_t$ are dividends distributed by the intermediate firms. $a_t$ and $e_t$ are disturbances to preferences and to the money demand, whose properties will be described below. Let $m_t \equiv \frac{h_t}{p^t}$ denote real balances and $\pi_t \equiv \frac{p_t}{\bar{p}_t}$ the gross inflation rate during period $t$.

The representative final good producing firm uses $y^i_t$ units of intermediate good $i$, purchased at the price $p^i_t$ to manufacture $y_t$ units of the final good according to the constant returns to scale technology

$$y_t = \left[ \int_0^1 (y^i_t)^{(\theta - 1)/\theta} di \right]^{\theta/(\theta - 1)}$$

with $\theta > 1$. Profit maximization by these firms yields demand functions of the form

$$y_t^i = \left( \frac{p^i_t}{\bar{p}_t} \right)^{-\theta} y_t$$

so that $\theta$ measures the constant price elasticity of demand for each intermediate good. Competition within the sector implies that $p_t = \left( \int_0^1 (p^i_t)^{1-\theta} di \right)^{1/(1-\theta)}$.

An intermediate goods producing firm $i$ hires $n^i_t$ units of labor to produce $y^i_t$ units of intermediate good using the production function $y^i_t = z_t n^i_t$, where $z_t$ is an aggregate productivity shock. Since intermediate goods substitute imperfectly for one another in producing finished goods, the intermediate firms act as monopolistic competitors in their pricing decisions. We assume that, when firms change prices, they face the following cost of adjustment, measured in terms of finished goods:

$$\phi \left( \frac{p^i_t}{\pi^t p^i_{t-1}} - 1 \right)^2 y_t$$

where $\phi > 0$ and $\pi^t$ measures steady state inflation. The problem faced by the representative firm in setting its price is therefore to maximize

$$E_t \sum_{t} \beta^t a_t \left[ U_1 \left( x_t, \frac{M_t}{p^t e^t} \right) \left( \frac{D^i_t}{p^i_t} \right) \right]$$

subject to (3), where $\beta^t a_t U_1 \left( x_t, \frac{M_t}{p^t e^t} \right)$ measures the marginal utility value to the household of an additional unit of profits received at $t$ and real dividends are

$$\frac{D^i_t}{p^i_t} = \left( \frac{p^i_t}{\bar{p}_t} \right)^{1-\theta} y_t - \left( \frac{p^i_t}{\bar{p}_t} \right)^{-\theta} \left( \frac{w_t y_t}{z_t} \right) - \phi \left( \frac{p^i_t}{\pi^t p^i_{t-1}} - 1 \right)^2 y_t$$

The monetary authority is characterized by a set of rules where the policy instrument, which could be either the nominal rate or the growth rate of money, responds to past values of the interest rate and to current values of output, inflation:

$$0 = R_t^{-1} \left( \gamma \left( \pi_{t-1}^{\gamma} \right)^{\gamma - 1} \frac{p^1_t}{\bar{p}_t} \pi_t \Delta M_t \right) \Delta M_t$$

and $\epsilon_t$ is a monetary policy shock.
There are four disturbances in the model \( \nu_t = (\alpha_t, \epsilon_t, z_t, \xi_t) \) and they are characterized by \( \log v_t = v + N \log \nu_{t-1} + u_t \), where \( N \) is a diagonal matrix with entries \( (\rho_a, \rho_c, \rho_p, 0) \), respectively. The covariance matrix \( \Sigma \) of the structural shocks \( u_t \) is diagonal, with entries \( \sigma_a^2, \sigma_c^2, \sigma_p^2, \sigma_1^2 \). In a symmetric equilibrium all the firms make identical choices so \( y_t = y_t^* \), \( n_t = n_t^* \), \( p_t = p_t^* \), and \( D_t = D_t^* \).

Log-linearizing the equilibrium conditions around the steady states leads to:

\[
y_t = \frac{1}{1+h} E_t y_{t+1} + \frac{h}{1+h} y_t - \omega_1 \left[ \bar{R}_t - E_t \bar{\pi}_{t+1} - (\bar{h}_t - E_t \bar{h}_{t+1}) \right] \\
+ \frac{\omega_2}{1+h} \left[ (\bar{m}_t - \bar{\epsilon}_t) - (E_t \bar{m}_{t+1} - E_t \bar{\epsilon}_{t+1}) \right]
\]

\[
m_t = \gamma_1 (y_t - h \bar{y}_{t-1}) - \gamma_2 \bar{R}_t + (1 - \bar{R}^e - 1) \gamma_2 \bar{\epsilon}_t
\]

\[
\bar{\pi}_t = \beta E_t \bar{\pi}_{t+1} + \psi \left( \frac{1}{\omega_1} \left[ y_t - h \bar{y}_{t-1} \right] - \frac{\omega_2}{\omega_1} (\bar{m}_t - \bar{\epsilon}_t) - \bar{\epsilon}_t \right)
\]

\[
0 = -\bar{R}_t + \rho_c \bar{R}_{t-1} + (1 - \rho_c) \rho_x y_{t-p} + (1 - \rho_x) \rho_x \bar{\pi}_{t-p}
+ (1 - \rho_x) \rho_m \Delta (\bar{m}_{t-p} + \bar{\pi}_{t-p}) + \bar{\epsilon}_t
\]

where

\[
\omega_1 = - \frac{U_1(x^e, m^e)}{y^U_{11}(\delta, \frac{m^e}{\alpha})}
\]

\[
\omega_2 = - \frac{m^e U_{12}(x^e, \frac{m^e}{\alpha})}{\delta^e y^U_{11}(\delta, \frac{m^e}{\alpha})}
\]

\[
\gamma_2 = \frac{R^e}{(\bar{R}^e - 1)(\bar{m}^e / \bar{\alpha})} \left( \frac{U_2(x^e, \frac{m^e}{\alpha})}{(\bar{R}^e - 1)\delta^e y^U_{12}(\delta, \frac{m^e}{\alpha})} - R^e U_{22}(x^e, \frac{m^e}{\alpha}) \right)
\]

\[
\gamma_1 = \frac{R^e \omega_2 - \rho_x y^e}{\omega_1}
\]

\[
\psi = \frac{\bar{\theta} - 1}{\bar{\phi}}
\]

The superscript \( s \) denotes steady state values of the variables, \( U_{ij} \) is the first derivative of \( U \) with respect to argument \( j = 1, 2 \) and \( U_{ij} \) is the second order derivative of the utility function, \( i, j = 1, 2 \).

The log-linearized Euler condition (Eq. (8)) and the forward looking Phillips curve (Eq. (10)) include, in addition to standard arguments, terms involving real money balances and the money demand shocks. These terms are irrelevant for (cyclical) output and inflation determination if and only if the utility function is separable in consumption and real balances, i.e. \( U_{12} = 0 \) (see Eq. (13)). Intuitively, real balances matter in the Euler condition because they affect the marginal rate of substitution between consumption and leisure. Thus, they influence not only the aggregate demand but also the aggregate supply, via intertemporal consumption-saving decisions. Since, in equilibrium, the marginal rate of substitution between consumption and leisure is equal to the real wage, real balances matter in the Phillips curve because the real wage is a crucial component of the marginal costs and directly affects the aggregate supply curve. Interestingly, the model implies that whenever real balances enter the Euler equation and Phillips curve, the money demand shock enters too – these cross equation restrictions help with the identification of the parameters.

In this paper, we are interested primarily in the estimates of \( \omega_2 \) and of \( \rho_m \). \( \omega_2 \) measures the direct role of money in determining the magnitude and the persistence of output and inflation fluctuations; \( \rho_m \), on the other hand, measures the long run indirect effects that money has on these two variables, through the actions of the monetary authority. When \( \omega_2 \) is zero, utility is separable and real balances have no direct role in propagating monetary business cycles. When both \( \omega_2 \) and \( \rho_m \) are zero, money could be totally omitted from the analysis without statistical or interpretation losses. Our a-priori expectation is that both \( \omega_2 \) and \( \rho_m \) are significantly different from zero but vary over time. Our empirical analysis intends to shed light on this conjecture.
2.2. The quantitative role of money

The previous subsection has indicated how money affects the equilibrium level of output and inflation. This qualitative analysis provides useful intuition but is insufficient to justify the use of monetary models where money has a role. In particular, it gives no evidence on how important money is in amplifying real and nominal fluctuations and it is silent about the quantitative size of the effects. Thus, before estimating the model, we want to explore what difference the presence of money may make for output and inflation fluctuations and along which dimensions we should expect giving money a role may help us to understand better the nature of real world fluctuations.

We plot in Fig. 1 the responses of output and inflation to unitary impulses in the four disturbances in three different situations: when both \( x_2 \) and \( q_m \) are different from zero, when \( x_2 \) is different from zero but \( q_m \) is zero and when both parameters are zero. We set \( \beta = 0.99, \psi = 0.1, \omega_1 = 2.0, \gamma_2 = 0.72, \sigma_a = 0.31, \sigma_z = 0.059, \sigma_c = 0.009, \sigma_t = 0.007, h = 0.8, \rho_a = 0.7, \rho_z = 0.2, \rho_a = 1.52, \text{and } \rho_0 = 0.40, \rho_z = 0.70, \rho_e = 0.80, \) which are close to the values calibrated or estimated by Ireland (2004), and let \( \omega_2 \) to be either 2.0 or 0.0 and \( \rho_m \) be either 1.0 or 0.0. These values are arbitrary, but \( \omega_2 = 2 \) implies relatively small complementarities between real balances and consumption in the utility function and \( \rho_m = 1 \) implies a 30 basis point change in the nominal rate for a 1% deviation of real money growth from its steady state path. Both values are in the ball-park set of estimates we provide below.

The unconditional variabilities and the persistence of output and inflation are also affected by the presence of money. For example, in the model with both channels operating, the (average across 100 simulations) variabilities of output and inflation are 0.0014 and 0.0002, respectively. These variabilities drop to 0.0011 and 0.00017 when only the direct channel is present, and to 0.00009 and 0.00013.

Fig. 1. The role of money in the model.
when money plays no role. Similarly, the persistence of output and inflation fluctuations drops from 0.8 and 0.75 to 0.68 and 0.57, when both channels are shut down. We do not want to attach too much emphasis to these numbers since the calibration we have used is purely illustrative. Nevertheless, it is clear that, both conditionally and unconditionally, money may make an important quantitative difference in interpreting real world evidence.

3. The data and the estimation approach

We assume that the investigator observes data for output, the inflation rate, the nominal rate and real balances. The sample used to estimate the structural parameters goes from 1980:1 to 2007:4. The data is obtained from IMF and OECD data bases. The inflation rate is measured by the growth rate of the GDP deflator; the nominal rate by the call rate; for money we use M2 plus certificate of deposits. GDP and monetary aggregates are scaled by the GDP deflator and by civilian population in the 16–65 group to transform them in real per-capita terms. The raw data (in logs for scaled GDP and M2) is plotted in Fig. 2.

One could argue that, since M2 includes interest bearing assets, it is not the most appropriate monetary aggregate to use in the model. We have two responses to this point. First, M2 is the standard aggregate that the business cycle literature has used and this facilitates the comparison of interesting correlation statistics. Second, while smaller monetary aggregates are highly unstable, M2 does not show any evidence of instability. A discussion of the results obtained with an alternative the monetary aggregate is in Section 4.5.

Per-capita real GDP and real money balances display an upward trend. Since the drift appears to be almost deterministic and idiosyncratic across variables, we separately eliminate it from the log of the two series using a linear specification. The inverted pattern that interest rates and inflation display are much more difficult to deal with. Consistent with the literature, we demean both series.

One alternative to the strategy we use to match the data to the model’s counterparts is to allow the technology shock $z_t$ to be non-stationary and remove the upward trend in per-capita real output and per-capita real balances using a model consistent methodology. We do not follow this approach for two reasons. First, when technology shocks have a unit root, per-capita output and real balances share the same trend, which is not the case here. Second, it is unclear whether all non-cyclical fluctuations can be safely attributed to non-stationary technology shocks. Chang et al. (2006) have recently fit a model with non-stationary preference shocks to US data with good results.

![Fig. 2. The data.](image-url)
The model (8)–(11) contains 19 parameters; 5 structural ones \( \eta_1 = (h, \rho_x, \rho_y, \rho_\pi, \rho_m) \), 3 semi-structural ones \( \eta_2 = (\psi, \omega_2, \gamma_2) \) and 7 auxiliary ones, \( \eta_3 = (\rho_a, \rho_z, \rho_e, \sigma_a, \sigma_z, \sigma_e) \) plus the discount factor \( \beta \), the utility parameter \( \omega_1 \), and the steady state values of the nominal interest rate and the output to real balance ratio, \( \eta_4 = (\beta, R^*, \omega_1, \frac{H}{\pi^*}) \). Our exercise is geared to obtain likelihood-based estimates of \( \eta = (\eta_1, \eta_2, \eta_3) \), conditional on selected values for \( \eta_4 \). We read \( R^* \) off the average level of inflation, once we set \( \beta = 0.99 \). The value of \( \omega_1 \) is set to 2 and \( \frac{H}{\pi^*} \) ratio is fixed to 1.5, following Chari et al. (2002). Changing this ratio from 1.5 to 2.5 has minor consequences on the estimates we obtain. We do not estimate \( \eta_4 \) jointly with the other parameters because the likelihood has little information for these parameters – since the variables are detrended (demeaned), one should expect this to happen.

The model can be solved using standard methods. Its solution has the format:

\[
\begin{align*}
 x_{1t+1} &= A_1(\eta)x_{1t} + A_2(\eta)u_t \\
 x_{2t} &= A_3(\eta)x_{1t} + A_4(\eta)u_t
\end{align*}
\]

where \( x_{2t} = [y_t, \tilde{\pi}_t, \tilde{R}_t, m_t, x_{1t}] = [\tilde{y}_{t-1}, \tilde{\pi}_{t-1}, \tilde{R}_{t-1}, \tilde{m}_{t-1}, \Delta\tilde{M}_{t-1}, \tilde{v}_{t1}, \tilde{v}_{2t}, \tilde{v}_{3t}, \tilde{v}_{4t}] \) and the matrices \( A_i(\eta), i = 1, 2 \) are complicated nonlinear functions of the parameters \( \eta \).

Likelihood-based estimation of the parameters entering (17) and (18) is simple: given some \( \eta \), and a sample \( \{t_1, \ldots, t_2\} \), we compute the likelihood, denoted by \( f(y_{t1}, \ldots, t_2 | \eta) \), by means of the Kalman filter and the prediction error decomposition and update the original \( \eta \) values using gradient methods. The Kalman filter is easy to use since the solution comes in the form a linear state space system where (17) is a transition equation and (18) an observation equation.

The likelihood function of the model is difficult to maximize since it displays multiple peaks and large flat areas. It is well known that Bayesian methods have an edge over classical methods when the likelihood function is poorly behaved. However, the choice of priors is problematic here since it may make the posterior of the parameters look very different from the likelihood. In this situation inference may crucially depend on the shape, the location and the spread of the multivariate prior density. Our choice of letting the data freely speak is complemented with an ex-post criteria, which eliminates economically implausible estimates or estimates violating stability or non-negativity constraints.

4. The results

4.1. Full sample evidence

We start by analyzing the estimates we obtain for the full sample, which we report in the first column of Table 1. In parenthesis are standard errors, computed from the Hessian of the function at the maximum.

Estimation appears to be sufficiently successful and all the economic parameters are significant. Habit in consumption turns out to be strong, as is the inertia in the nominal rate. The response of the nominal interest rate to output is weak and the semi-elasticity of money demand similar to the one estimated in the US for this period. The money demand shock is highly persistent; the preference and the technology shocks die out sufficiently fast. We plot the (reduced form) residuals of the output and inflation equations in Fig. 3, as an additional check on the success of the estimation exercise. The model captures the decline in output and inflation occurred in the 1990s, but falls short of fully explaining the pattern. In fact, the residuals of both variables display a small declining trend from 1990 up to 1995. Thus, the model needs to be augmented with additional features to be able to completely account for the experience.

Turning to the estimates of the parameters of interest, the direct effect of money \( \omega_2 \) is 1.74 and this value is statistically significant and the (long run) indirect effect of money \( \rho_m \) is 1.50 and it is again statistically significant. We formally test for the joint significance of the direct and indirect effects of money using an asymptotic likelihood ratio test and a small sample version of the same test, where a correction for the number of estimated parameters is used. The null hypothesis in both cases is that money does not matter, i.e. \( \omega_2 = \rho_m = 0 \). All other parameters are left unrestricted under the null and
the alternative. The difference in the log-likelihood of the two specifications is large (1451 vs. 1436) and the null hypothesis is soundly rejected with both tests.

It is comforting to find that the effects of money are statistically significant and that the presence of money improves the fit of the model. Still, what matters most is whether money plays an important economic role, where by this we mean that the absence of money would induce researchers to draw wrong conclusions about the drivers of output and inflation fluctuations. To study this question, Fig. 4 plots the responses of output and inflation to the four disturbances, when the model is estimated with and without money. In a model where money matters, the responses of both output and inflation to technology and money demand shocks are considerably amplified and the magnitude and the

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Estimated coefficients and standard errors, various samples.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi$</td>
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<td>0.420</td>
</tr>
<tr>
<td></td>
<td>(0.288)</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(0.100)</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>0.220</td>
</tr>
<tr>
<td></td>
<td>(0.324)</td>
</tr>
</tbody>
</table>

Fig. 3. Reduced form residuals.
The persistence of the responses to preference and, to some extent, monetary policy shocks are significantly toned down. Hence, models where money dichotomizes with the rest of the variables provide a distorted view of the sources of fluctuations in the economy. For example, technology shocks explain the largest portion of the forecast error variance of inflation at the 4–5 year horizon in the benchmark model (48%), but such a proportion dramatically falls when $\omega_2$ and $\rho_m$ are zero (26%) and preference shocks become the dominant source of variations.

In sum, the model appears to do a reasonably good job in characterizing the Japanese economy over the last 30 years. The structural evidence we have collected suggests that money statistically matters in shaping monetary business cycles in Japan. Excluding money from the model affects the statistical fit and may change the economic interpretation of the evidence. Since the persistence and the variability of the responses of output and inflation to exogenous disturbances depend on the postulated role of money, it is possible to attribute certain patterns to the wrong sources, when using a standard specification with no feedback from money to output, inflation or the nominal rate.

4.2. Subsample evidence

The analysis in the previous subsection was conducted assuming that no structural changes took place. It is not hard to question such an assumption: there is plenty of evidence that structural changes did occur in Japan over this period. For example, the length of the workweek was reduced at the beginning of the 1990s; the legal status of the Bank of Japan changed at the end of 1997; and the (steady state) level of saving dropped considerably in the 1990s from the level prevailing in the 1980s. To see whether our conclusions concerning the role of money are due to inappropriate handling of these time varying patterns, we repeat structural estimation over several subsamples. The main problem we face in conducting subsample estimation is that a break date is hard to select. The multiplicity of events we mention indicates that it may be difficult to decide a-priori when the new regime started and specification errors may matter.

Rather than arbitrarily choosing a break date, we proceed as in the literature that tests for (unknown) structural breaks and conduct estimation over many subsamples. That is, we start estimating the model over the subsamples 1980–1990 and 1991–2007, then repeated estimation 9 times.
augmenting the end date of the first subsample by a year, and concluded estimating the model over the subsamples 1980–1998 and 1999–2007. We then compute the log-likelihood for each break date (summing the log likelihoods for each of the two subsamples) and select as break date the point giving the highest log-likelihood. It turns out that the two most likely break dates are 1991 and 1997 and that the difference in the log-likelihood is small (1539 vs. 1537). Since both dates seem to be important, we present structural estimates breaking the full sample at 1991 and 1997 (see Table 1, columns 2–5). Incidentally, the log likelihood obtained breaking the sample in two is always larger than the log likelihood for the full sample. Therefore, there is a strong statistical evidence that the structure of the Japanese economy changed significantly over the 1990s.

Estimates of the structural parameters tend to change over subsamples. For example, the output coefficient in the Taylor rule is much larger in the 1980–1991 sample or in 1998–2007 sample than in the full sample. Similarly, the semi-elasticity of money demand to interest rates is much larger in the 1980–1991 and 1998–2007 samples than in the full sample. The coefficient on inflation in the Taylor rule (which is here the sum of $\rho_p$ and $\rho_m$) fluctuates somewhat depending on the sample and in the 1992–2007 is very close to the lower bound of admissible values we have chosen to insure that no indeterminate solutions occur. Interestingly, while the persistence of technology shocks is large in both the 1980–1991 and the 1980–1997 samples, it becomes negligible in the 1992–2007 and 1998–2007 subsamples. Finally, there are important changes in the relative variability of the shocks over time: technology shocks dominate in the 1980s, preference shocks have the largest volatility in the 1990s and, in the 2000s, the variability of technology shock is once again the largest. Because of the small size of subsamples, standard errors are typically large and most of the estimates of the economic parameters turn out to be insignificant.

Turning to the parameters of interest, we find that estimates of $\omega_2$ and $\rho_m$ vary over subsamples. In particular, the importance of the indirect effect of money $\rho_m$ steadily declines – the point estimate we obtain in the second subsamples is about half of the point estimate obtained in the first subsamples, no matter what break date we consider. This pattern appears to be consistent with the conventional wisdom that money was an important determinant of monetary policy decisions in the 1980s and that its importance declined considerably since then. Also interestingly, from our point of view is the fact that the direct effect of money is small in the 1980s, becomes more important in the 1990s and disappears in the 2000s. Thus, having money in the model seems to be important when explaining the mechanisms that led to the “Lost decade” but probably not so crucial to account for the 2000s. This conclusion is consistent with the reduced form evidence of Miyao (2005), who find that the link between monetary aggregates, output and prices disappears in the late-1990s.

We plot the responses of output and inflation to the four shocks in the full sample and in the subsamples 1980–1991, 1992–2007 and 1998–2007 in Fig. 5. At naked eye, one can notice significant changes in the transmission of disturbances over time. For example, output responses to monetary policy and technology shocks are stronger and less persistent in the last sample – here the half life of the responses to both shocks is about half of the size as with the other two subsamples – and output responses to money demand shocks are also much stronger in the last sample. One should be careful in interpreting this evidence as indicating that monetary policy shocks have become more powerful in the last part of the sample, because the variance of the shocks may have changed. In fact, as we see from Table 1, the variance of the shocks driving the monetary policy rule fall considerably in the last 10 years. Hence, the fivefold increase in the impact effect of monetary shocks on output is more than compensated by the 9-fold decline in the variance of the shocks, making monetary policy, if anything, less effective in the 1998–2007 period (see e.g. Miyao (2000) and Inoue and Okimoto (2008) for VAR evidence on this issue).

Variations over time in the responses of inflation are generally much smaller. However, one can notice a more persistent response to preference shocks in the last 10 years and a progressively weaker but more persistent response to monetary policy shocks, as we move from the 1980s to the latter part of the sample. Hence, while the impact effect of monetary policy on inflation has consistently declined, it appears that (bad) shocks can affect it for a longer period.

Two other interesting features of output responses should be mentioned. First, the responses of output to the disturbances in the 1980–1991 and 1992–2007 samples are similar. Therefore, even though, statistically, the 1991 break is the strongest, there are limited economic differences in the
two selected subsamples – an indication that it is the distribution of the shocks which has changed at this date. Second, full sample responses tend to be stronger and more persistent than subsamples responses. Thus aggregation biases may be important, making the practice of interpreting the 1990s with full sample estimates not very credible.

Finally, one can easily see from Fig. 5 that technology shocks are the most important driver of the forecast error variance of inflation in every subsample at medium-long term horizons. Preference shocks, and to a much smaller extent technology shocks, are instead the main determinants of the forecast error variance of output in all subsamples. Hence, the output stagnation of the 1990s is not necessarily connected with the long deflation and to account for the two phenomena at least two sources of disturbances are needed. We will come back on this issue in the next section.

4.3. How does the model account for the lost decade?

We have seen that the simple model we employ is, to a large extent, capable of replicating the decline of output and the deflation experienced by the Japanese economy during the 1990s. The question we want to investigate here is how does the model capture these changes. In particular, we are interested in knowing which set of parameters is altered and whether most of the variations occur in the economic parameters or in the auxiliary parameters describing the time series process for the disturbances. Apart from shedding light on the mechanics of the “Lost decade”, as seen through the lenses of our model, such an investigation may provide further evidence on whether the changes experienced in industrialized economies over the last 30 years are due to variations of the structure or to changes in the type and intensity of the disturbances.

It turns out that, on the private sector side of the economy, $\omega_2$ and $\gamma_2$ are the parameters which vary most across subsamples. The monetary policy rule seems also to have changed significantly: interest rate inertia is stronger and both the inflation and the output parameters are affected. However, the largest changes appear to occur in the parameters describing the stochastic process for the exogenous disturbances. For example, the persistence and the variability of the preference shock vary considerably over time and the variability of the technology shocks also changes across subsamples. This conclusion is roughly independent of which of the two break dates one considers. Thus, the model tells us that both the structure of the economy and the nature of the shocks have changed, a finding
which is consistent with the most recent structural literature on the Great Moderation in the US (see e.g. Canova, 2009). To examine which variation matters most we conduct two counterfactuals where we fix one set of parameters (either the economic or the auxiliary ones) at the level prevailing in the first subsample and let the other set be freely estimated in the second subsample. We then compare the likelihood obtained when all the parameters are left unrestricted with those obtained in the two restricted specifications. Restricting either set of parameters to be unchanged significantly affects the log likelihood – the drop is by more than 60 points, regardless of the chosen break date. However, when we restrict the distribution of the shocks to be time invariant, the drop is larger by about 30 points. Hence, changes in the distribution of the shocks are more important to account for the Lost Decade.

4.4. Discussion

A few important lessons can be drawn from our analysis. First, the stock of money is statistically important in characterizing cyclical fluctuations in output and inflation in Japan and both the direct and the indirect effects of money are crucial to understand how cyclical fluctuations are propagated. As far as we know, the typical policy rules that are nowadays estimated in the literature do not include the growth rate of nominal balance among the regressors. Since reacting to nominal balances is also a way to indirectly react to inflation, it is likely that, in typical rules, the inflation coefficient is overestimated, the richness of second round dynamics due to money muffled, and policy conclusions distorted.

Second, the role of money has changed over time and our estimates indicate that money may have mattered most in the 1990s. While this outcome may indicate misspecification – money may be proxying in the 1990s for mechanisms which are missing from the model – we have found no evidence that money stands in for standard omitted suspects (asset prices, oil, etc.). For example, repeating estimation allowing for oil in the production function does not change any of the conclusions. Interestingly, while structural estimates change across samples, the transmission of shocks to inflation hardly changes over time. On the other hand, the transmission mechanism of disturbances to output shows some variations, but only since 1998. Hence, the changes that the Japanese economy experienced started producing interesting economic effects only in the last 10 years and these changes make the real side of the economy temporarily more reactive to shocks.

Third, the “Lost decade” is a complex experience and our model accounts for it with changes in the parameters regulating the private sector behavior, changes in the parameters of the monetary policy rule, changes in the distribution from which disturbances are drawn and residual unexplained variations. While all contribute, changes in shock distribution are the most important ones. This conclusion is in part due to the simplicity of the model which does not allow, for example, for an intercept in the Taylor rule (as in Braun and Waki, 2006) or to distinguish between changes in efficiency vs. changes in the technological progress (such as Nemoto and Goto, 2005). Had a more elaborate structure been considered, the relative importance of various sources of variations could have been altered.

4.5. Robustness

In this subsection we discuss the results of two sensitivity exercises: one designed to investigate how misleading is our specification for monetary policy when the interest rate reached the zero lower bound; and another to study the effects of changing the monetary aggregates on estimates of the parameters of interest.

When the interest rate reaches the zero bound, it may be difficult to claim that a standard Taylor rule describes well the monetary policy process. Therefore, one may consider adding a zero lower bound constraint to the model, as in e.g. Braun and Waki (2006). However, maximum likelihood estimation of a model where the zero bound may be occasionally binding is unfeasible because the decision rules of the model imply that the likelihood function can no longer be computed with the Kalman filter.

However, our specification is sufficiently flexible that can endogenously adapt to situations where the zero lower bound is hit without any need to take the bound explicitly into account. To see this
consider the point estimates obtained in the subsample 1998–2007. From Table 1, one can see that the estimated rule can be approximately written as $R_t = 0.5y_t + 0.4\pi_t + \Delta m_t + u_t$ where $u_t$ is a process with long memory. Since $R_t$ is roughly zero over the sample, the rule can be alternatively written as an implicit money growth rule: $\Delta m_t = -0.5y_t - 0.4\pi_t - u_t$. Hence, with the estimated parameters, the rule tells us that money growth increases when the gap is negative and when inflation goes into negative territory – something very much akin to quantitative easing. Interestingly, and confirming the conventional wisdom, the estimated coefficients imply that the reaction of money growth to economic growth is weak – an indication that over the last 10 years a policy of quantitative easing fell shy of the need of the economy.

To restate the point in a somewhat different way, when the zero bound on interest rate is reached, our policy rule can be transformed into a money growth rule without any need to change the specification or to directly specify a lower bound on the interest rate. The data endogenously selects the most appropriate normalization for each sample.

As we argued, our main reason for using an aggregate like M2 plus certificate of deposits is that this series, once it is normalized by the price level and by population, is much more stable and with much more reasonable properties than other smaller monetary aggregates. For example, while per-capita real M2 balances and real M1 balances have a similar trends (long run correlation 0.93), their cyclical components are substantively different. In fact, their contemporaneous correlation is negative ($-0.45$). Moreover, the contemporaneous correlation of the cyclical component of per-capita real M2 balances and output is about 0.7, while the contemporaneous correlation of the cyclical component of per-capita real M1 balances and output is $-0.77$. The counterintuitive sign for this latter correlation is roughly maintained if we split the sample in two, even though the magnitude of the correlation changes considerably (from $-0.85$ for the sample up to 1991 to $-0.31$ afterward). However, since it is not clear which monetary aggregate belongs to the utility function of our representative agent, we repeated estimation over the subsamples 1980–1997 and 1997–2008 using real per-capita M1 balances. The results are in the last two columns of Table 1 and do not appear to be very reasonable. For example, both $\omega_2$ and $\rho_m$ are negative in both samples, although only the former is significant; the coefficient on inflation in the Taylor rule is higher in the second subsample and estimates $\psi$, which are related to price stickiness of the economy, increase dramatically in the second subsample. In addition, the fit of the model appear to be unsatisfactory – the residuals of the output and inflation equations are serially correlated and display a slight downward trend – reinforcing the conclusion that M2 should be used in our structural estimation exercises.

5. What drives the path of output and inflation in the 1990s?

The depressing performance of Japan in recent years has provided the stimulus for extensive academic research (see, among others, the symposium issues of the Japanese Economic Review, 2006, and the Journal of Japanese and International Economics, 2005). The literature appears to dived into two main camps; roughly, one camp emphasizes failures in the supply side; the other attributes the slump to weak demand conditions. Since the performance of our structural model is, by statistical standards, reasonable, we can contribute to the debate by analyzing the contribution of each of the four disturbances to the path of output and inflation that materialized over the 1990s. While a decomposition in demand vs. supply driven effects is not possible, since the general equilibrium nature of the model implies that disturbances typically have effects on both the aggregate supply and the aggregate demand curve of the economy, such an analysis is nevertheless useful to highlight sources of output stagnation and of the deflation and to provide new insights about the relative validity of the suggested explanations. In Figs. 6 and 7 we present the results of an historical decomposition exercise where we plot the path of output and inflation which is unpredictable based on the information available at 1991:4 or 1997:4 (dashed line) and the counterfactual path of the same two variables that would have materialized if only one disturbance were present in the economy. In other words, we plot what output and inflation would have been, once the path which is predictable based on the information available at 1991:4 and 1997:4 has been removed, had there be only one type of shock in the period. For readability, we present the paths due to the preference shocks (a-shock), the monetary shock (r-shock)
Fig. 6. Counterfactual paths, estimates up to 1991:4.

Fig. 7. Counterfactual paths, estimates up to 1997:4.
and the technology shock (z-shock) since the contribution of money demand shocks is everywhere negligible.

Fig. 6 indicates that the model interprets the downward trend in the unexpected output in the 1990s as primarily due to preference shocks. Monetary policy also contributes to this downward trend, but only since 1997. Interestingly, the counterfactual output path induced by the technological disturbances does not line up well with the idea that technology shocks are responsible for the “Lost decade”: output would have been counterintuitively increasing up to the mid-1990s and would have been falling while remaining on the positive territory after that date. Note also that preference shocks are responsible not only for the downward trend but also for most of the short term movements in the unexpected output. Monetary policy and technology shocks instead have no role in explaining unpredictable short term output movements. Technology shocks account for both the downward trend in the path and for the short terms ups and downs in the inflation series (in agreement with the findings of Shimpo (2005)). Preference and monetary disturbances, instead, have little to do both with the path and the fluctuations of the unpredictable component of inflation throughout the 1990s.

Fig. 6 sheds some important light on the role of monetary policy in the experience. The Bank of Japan has been often criticized for being behind the cycle and for not having done enough to stimulate the economy. Our structural analysis indicates that monetary policy was expansionary up to the middle of the 1990: both the counterfactual path of unexpected output and inflation would have been positive and substantially so until 1997. Monetary policy turned contractionary since 1998 and both the counterfactual path of output and inflation display a U-shaped pattern since then, with the trough located in 2003 – here, the unexpected path of both variables becomes negative. Since 2003, monetary policy has been marginally less restrictive and, by the end of the sample, the counterfactual unexpected path of output and inflation due to monetary disturbances is roughly zero. Interestingly, this latest period of less restrictive monetary policy coincides with the period of quantitative easing adopted by the Bank of Japan (see e.g. Ito and Mishkin, 2004).

The results we obtain looking at the last ten years of data, but using estimates obtained up to 1997 (see Fig. 7) are consistent with what we have found in Fig. 6. The medium term trends in the unexpected output path since 1998 are due to monetary shocks and technology shocks play no role in driving short or medium run fluctuations. The short term movements in the unpredictable component of inflation are instead mainly driven by technology shocks while preference shocks contribute to keep the level of unexpected inflation gravitates in the negative territory.

Three important conclusions can be derived from this analysis. First, the (real) recession and the (nominal) deflation of the 1990s are driven by different causes. Shocks that affect the (average) inter-temporal marginal rate of substitution in the economy, are crucial to explain the path of unexpected output in the 1990s. While the model is too stylized to say more about what these shocks are, one can associate these disturbances with shocks that have changed the average saving rate of the economy and/or have affected the labor supply of the agents. Unexpected inflation movements, instead, appear to be driven by disturbances affecting the aggregate marginal costs of production. Again, since the model is stark, not much can be said about the nature of these disturbances. However, one can guess that they could proxy for fiscal policy shocks, labor supply shocks as well as shocks to the acquisition of goods used in production.

Second, technology shocks have little to do with the long stagnation of the 1990s. It is well known, at least since Evans (1992), that Solow residuals are poor proxies for technological variations and the results we obtain are consistent with this view: Solow residuals, for example, may proxy for the effects captured here by preference disturbances. It is hard to formally compare the Solow residuals produced, e.g., by Hayashi and Prescott (2002) with our technology shocks for a number of reasons. First, their accounting exercises use annual data while our estimates are quarterly. Second, our model has no capital accumulation, while their exercises use data on investment to construct a measure of Solow residuals. Third, they use data only up to the 1990s while our estimates incorporate information up to 2007. Finally, the estimates of ϕ we obtain imply, for any reasonable value of the elasticity of substitution between varieties θ, that price stickiness is an important feature of the data. Therefore, the fact that Solow residuals are obtained in a frictionless economy while our estimates of technology shocks result from an economy where pricing frictions are important makes a formal comparison of the two measures difficult.
Third, monetary policy is responsible for the poor macroeconomic outcomes of the last ten years. Monetary policy has been very restrictive from 1998 up to 2003 and this has contributed to keep both the recession and the deflation going for a number of additional years. The situation appears to have marginally changed since 2003 and the upward trend that the unexpected output path displays in the last few years is almost entirely due to monetary policy shocks. Thus, there is an important lesson to be learned: a policy of sustained quantitatively easing may be the way to bring the economy out of a recession at times when the nominal interest rate hits the zero bound.

6. Conclusions

This paper examines whether money had a role in shaping monetary business cycles in Japan. The theoretical framework of analysis is a small-scale structural New-Keynesian model where the stock of money potentially enters the utility function and the monetary policy rule. We estimate the parameters using a maximum likelihood technique. We find likelihood-based techniques preferable to GMM and similar methods because they take into account the whole system of equations in the estimation and provide a natural framework to test restrictions on the specification we employ. We refrain from using a-priori restrictions on the parameter space to make the information content of the data as transparent as possible.

We study four questions. First, does money have a role in explaining fluctuations in output and inflation in Japan since 1980? Second, is there a change in the importance of money over interesting subsamples? Third, does the model accounts for the Lost Decade via changes in the economic parameters or via changes in the distribution of the shocks? Fourth, what disturbances could be jointly responsible for the output stagnation and the deflation observed in the 1990s?

We find that money is statistically and economically important in characterizing cyclical fluctuations in output and inflation in Japan. Money matters both directly, through its effects on the Euler equation and the Phillips curve, and indirectly, through the Central Bank determination of the nominal interest rate. Money plays a role in the model because it alters both the marginal rate of substitution between consumption and leisure and the intertemporal rate of substitution of consumption at different points in time and because, when reacting to nominal balances, the monetary authority indirectly reacts to inflation. These three channels help to amplify the magnitude of cyclical fluctuations that the model can account for and stretch their persistence over time. Our evidence suggests that neglecting money may create important statistical biases and relevant inferential mistakes in interpreting sources and transmission of cyclical fluctuations, in general, and the 1990s in Japan, in particular.

We detect changes in the role of money over time and our estimates indicate that money may have mattered most in the 1990s. While this outcome may be taken as a sign of misspecification, we have found no evidence that money stands in for standard omitted suspects such as asset prices, oil. Thus, it appears that the quantity of money in circulation may have contributed to transform the downturn of the beginning of the 1990s into a severe output stagnation and a moderate inflation into a deflation.

Our model accounts for Japan's Lost Decade through changes in the economic parameters regulating the private sector behavior and the monetary policy rule and in the auxiliary parameters regulating the persistence and the volatility of the exogenous disturbances. However, changes in the distribution of the shocks are a much more important mechanism to account for the experience than changes in economic parameters. This is consistent with what the literature on the Great Moderation in the US has found using similar small-scale structural models (see e.g. Canova, 2009).

Finally, the prolonged fall in output and the persistent deflation experienced in Japan in the 1990s appear to be due to different causes. Shocks that affect the intertemporal marginal rate of substitution in the economy are crucial to explain the path of output. Shocks that alter the marginal cost of production, on the other hand, primarily drive inflation movements. Interestingly, technology shocks have little to do with the long output stagnation of the 1990s. Since it is well known that Solow residuals are poor proxies for technological variations, the idea that TFP changes are responsible for Japan's lost decade should be probably reconsidered. Finally, monetary policy is to blamed for the poor macroeconomic outcomes, at least since 1998. Monetary policy has been very restrictive up to 2003, and...
this has contributed to keep both the recession and the deflation going for a number of additional years. The situation appears to have changed since 2003, but only marginally.

While we consider our investigation successful, and think that the lessons it provides are useful and appealing to students of the Lost Decade, three caveats needs to be mentioned. First, the model used to interpret the data is highly stylized and it is possible that money proxies for other important omitted influences. We have checked if some standard suspects could matter and found no evidence in favor of it. However, general conclusions cannot be drawn unless a larger and less stylized model is used to analyze the experience. Future work in the area should consider this a priority. Second, while the role of money seemed to have changed over time, estimates over subsamples are not statistically significant because the size of samples is limited and the amount of noise present in the data large. Ideally, one would like to go back to the beginning of the 1970s to properly estimate the model over subsamples. Data limitations, however, prevent us to do more in that direction. Third, while we have stressed that certain conclusions crucially depend on giving money a proper role in the economy, others are not influenced by this feature. Disentangling which aspects of the model economy could be affected more by the presence of money, should also be a priority for those interested in measuring the contribution of money to medium term business cycle fluctuations.
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